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The gap between scientists and data is increasing

Automated knowledge extraction from unstructured data is required 
to close this gap and accelerate scientific progress.

• Ecosystem of lightweight, scalable services to 
locate, extract, and aggregate data and 
information from heterogeneous sources


• Supporting HTC infrastructure to parse and 
analyze documents, expose data via API


• Principled, automated access to new and 
archival publications spanning publishers
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11.1M published documents coupled to
and readable by a computing infrastructure

xDD
(aka. GeoDeepDive)
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Vocabulary ingestion and labeling 
geodeepdive.org/api/dictionaries

curated lists of terms
with hierarchy/context:

350k
taxonomic names/
bio classification

6k
mineral names/

chemistry

45k
stratigraphic names/
hierarchy, rock types

GDD-supplied full text
and indexing capability

pyrite

Trilobita
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Climacograptus 

Frankfort Shale

labeled
entities, tuples

exposed
via API

DOI:
10.1130/0091-7613(1991)019<1221:POSBFB>2.3.CO;2

Define your own dictionaries: 
https://github.com/UW-Deepdive-Infrastructure/dictionary_example
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results	

• Interactive	evaluation	
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contextual	
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figures,	equations	
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How do we get these elements from a scanned image?

We need support for images to address the format heterogeneity across publications.

From PDF to XML

The COSMOS Attentive RCNN Model

New distributed representation (in the visual space) for 
each element in the page.



The output of COSMOS’s object detection module:

tables, figures, equations, and associated text (captions, body text)

COSMOS extracts knowledge from multi-modal unstructured data 

(text, tables, images, equations, diagrams)

Knowledge extraction from high-variety input



Knowledge as a service in COSMOS
From the intermediate XML representation to knowledge bases and open-domain extraction
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From Semi-structured data to  
Equation - Variable Models

•The parse tree for extracted equation (red-colored bounding box) reveals symbols C, t, Co, F, and H 


•The same symbols are recognized in the text below this equation (purple “Variable” tokens). 


•Variable tokens are linked to descriptions using the output of Open-IE (using CoreNLP), linking the 
Variable tokens and the phrase tokens.


•This method can be further improved (e.g., F here not automatically associated with CO2 flux).



Open-domain retrieve and read interaction
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Entity-Aware	Code	Analysis

Model	Factoid-Q&A:	What is	“TOC”	in	
my	source	code?
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Total	Organic Carbon	(TOC)	is	the	
amount	of	organic	carbon	in	soil or	a	
geological	formation,	particularly	the	
source		rock	for	a	petroleum	play.
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